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Debugging Massively Parallel Appl

San Jose | September 2010

NVIDIA Parallel Nsight




NVIDIA Parallel Nsight™

Application Development Environment
for Heterogeneous Platforms

» Build GPU code

= Debug GPU APIs and source code

== = Profile GPU APIs and source code e
» Trace and analyze GPU+CPU activities

NVIDIA.

Microsoft®

€ ) Visual Studio 2010
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Debugging Massively Parallel Application

* 10000’s threads
» Complex memory Hierarchy
= Warp debugging

= Synchronization/barrier
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CUDA Architecture
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Warp Debugging

32 thread
SIMD

Breakpoint
Hit

Stepping

3 " Stepping over
a barrier
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Parallel Nsight - Debugger

» CUDA-C kernels

= DirectCompute shaders
= HLSL graphics shaders
» Conditional breakpoint
» EXpression engine

= Data breakpoint
* GPU memory viewer
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Hardware Configurations

Single machine, Single GPU

= Analysis
- Graphics Inspector

Two machines, connected over the network

- > Debugger
TCP/IP Analyzer

| | Graphics Inspector

SLI or SLI MultiOS: Single machine, Dual GPU

Debugger
=~ Analyzer

-
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Tesla Compute Cluster (TCC) Support

» GPU registered as a compute device (WDM)
= Enables GPUs for Remote Desktop Protocol (RDP)
= Delivers increased performance >

\

-~ *

= Supported on Windows HPC Server
2008 R2 and Windows 7

= Tesla S/C/M series
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Nsight GTC 2010 Demo Introduction

CPU
<<<sobel>>> <<<cubegen>>> glDrawElementy(...)

cubegen
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Setting up CUDA builds in VS2010

Visual C++ Build Customization Files

Ayailable Build Customization Files:

Mame Path

J| CUDA 3.2( targets, .props)
lc(targets, .props)

S(VCTargetsPath)\BuildCustomizations\CUDA 3.2 targets
S(VCTargetsPath)\BuildCustomizationshlc.targets

ol W Pl I o S U o T I | " Lt 5 L "

masm{.targets, .p

-

MNexusGtcDemeo Property Pages

Configuration: | Active(Debug) « | Platform: | Active(Win32)

v| | Configuration Manager... |

CUDA Toolkit Custom Dir
Source Dependencies
General Compiler Qutput (obj/cubin)

" Debugging Additional Include Directories
VC++ Directories

Common Properties
a Configuration Properties

Keep Preprocessed Files

| Find Existing... C/C++ Keep Directory
4 CUDAC/C++ MNVCC Compilation Type
Cummnn Target Machine Platform
Device
Host
Command Line

Linker
Manifest Tool

CAProgram Files\NVIDIA GPU Computing Toolkit\CUDAY

${0utDir)%(Filename).obj
Jcommon/inc

Mo

S{IntermediateCutputPath)

Generate hybrid object file (--compile)
32-bit (--machine 32)
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Remote Debugging &

Configuration

@’ NVIDIA Parallel Nsight - User Settings: NexusGtcDemo

@ The Nsight Moenitor is properly configured for Nsight GPU debugging sessions.

Launch

S}-'HC"' ronization Connections

Launch Action

(no connections)

@ Launch project

Launch external program:

Launch Options

Connection name;

Command line arguments:

Werking directory Chpdiewidevtools\(ark-sandbox)\Sample. Gtc 2011 | - |

Nsight Monitor options

rosoft Visual Studic (Administrator)

eam  Msight | Data Tools Test Analyze Window Help
% Start Graphics Debugging
§} Start CUDA Debugging

E, Mew Analysis Activity
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CUDA Memory Checker

x = 1i-1;
offset = (x - w) * 3;
; color = make_fleoat3({float(pCudaTexPtr[offset + 2]), fleat(pCudaTexPtr[offset+l]), fleoat(pCudaTexPtr[offset]));

pixee (color.x + color.y + color.z) / 3;

Cutput
Show output from: | Msight = P~ 5 | SK =1

CUDA Memory Checker detected 1 threads caused an access violation:
Launch Parameters

CUcontext = B7a58188

CUstream = @7dccB38

CUmodule = @7dccate

ClHfunction = B7dcd7ae
FunctionName = _Z85obelTexPh5s_jiif
gridDim = {512,1,1%}

blockDim = {384,1,1}
shared5ize =8

Parameters:

Parameters (raw):
exa5266000 0x053006600 0xeE000208 OxEE600208
8x88888208 Ax3T3880888
GPU S5tate:
Address Block Thread blockIdx threadIdx

£Ercrc 1l,8,8} 18,8,8} e88594a

Source

Size

copdh s devtoolsh (ark-sandbox )\ sample.gtc2818. demo’\ sobel
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Sobel Filter Debugging
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MNsight CUDA Device Summary
flattenedBlockldx

flattened Threadldx 96
threadld:x fx=96,y=0z=0} Devices
blockldsx fx=0,y=0z=0} B Device 0
blockDim =384, y=12=1} Context 128024840 Device 0
: ; im # Module 132303600

i+ Module 132478936

Wz 1
Maodule 132522592
EF Autos [ B Memoryl B Threads B Modules B Watch1 H_ ocuE <
= # Gnd 3686 | _ZBSobelTexPhs_jiif<<<(512,1) (384,11}, 0=»=>
cuda_runtime_api.h defines.h & SobelFilter_Shared.cu SobelFilter_Shared.h £ Sok = @ Block 010,00} ! Warp Mask: 0x00000FFF

(Global 5cope)

__global__ woid
—ISobelTex( unsigned char *pCudaTex, unsigned char *pSobelOriginal, unsign

1
4] unsigned char *pSochel = pScbelOriginal+blockIdx.x*Pitch;

Mame Details

Warp 0 {000} Active Mask: OxFFFFFFFF, PC: 000106030, sobelfilter_kernels.cu:82
Warp 1 {3200} Active Mask: QuFFFFFFFF, PC: 000106030, sobelfilter_kemels.cu:82
Warp 2 {64,0,0} Active Mask: 0xFFFFFFFF, PC: Ox00106030, sobelfilter_kernels.cu:82
Warp 3 {96,0,0} ! Active Mask: OxFFFFFFFF, PC: 0x00106030, sobelfilter_kemels.cu:82
Warp 4 {12800} Active Mask: 0xFFFFFFFF, PC: Ox00106030, sobelfilter_kernels.cu:82
Woarp 5 {180,0,0} Active Mask: OxFFFFFFFF, PC: Ox00106030, sobelfilter_kernels.cu:82
Warp 6 {19200} Active Mask: OxFFFFFFFF, PC: 0x00106030, sobelfilter_kernels.cu:82
Warp 7 {224,0,0} Active Mask: OxFFFFFFFF, PC: Ox00106030, sobelfilter_kernels.cu:82
Warp 8 {256,0,0} Active Mask: QuFFFFFFFF, PC: 000106030, sobelfilter_kemels.cu:d2
Warp 9 {28800} ! Active Mask: OxFFFFFFFF, PC: 000106030, sobelfilter_kernels.cu:82

. Warp 10 {320,000 Active Mask: QuFFFFFFFF, PC: 000106030, sobelfilter_kemels.cu:82
zf;sz; S * o3 Woarp 11 {352,0,0} Active Mask: OxFFFFFFFF, PC: 000106030, sobelfilter_kernels.cu:82

color = make_float3(float({pCudaTexPtr[offset + 2]}, float({pCudaT Block 1{1,0.0} ! Warp Mask: 0x00000FFF
pix1ll = (color.x + color.y + color.z) / 3;

unsigned char *pCudaTexPtr = pCudaTex+blockIdx.x*Pitch*3;

> LUl
o8
52
O
=
o.
T

foer ( int i = threadIdx.x; 1 < w; i += blockDim.x ) {
unsigned int x, offset;
float3 color;

unsigned char pixll = 8;

LI L O LT T LT O T OO T T LT

unsigned char pix@® = pixll;
unsigned char pix@l = pixll;
unsigned char pix@2 = pixll;
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Mermory 1

Address: & pSobelli] - & | Columns:
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Watch 1

B

cuda_runtime_api.h defines.h & SobelFilter_Shared.cu SobelFilter_Shared.h & SobelFilter_kernels.cu 0 BalyllZe] el simpleGL_kernel_fied.cu &

(Global Scope) vl W SobelTex(unsigned char * pCudaTex, unsigned char * pSobelCriginal, unsigned int
offset = (x + w) * 3;
color = make_float3(fleoat(pCudaTexPtr[offset + 2]), float(pCudaTexPtr[offset+l]), float(pCudaTexPtr[offset]));
pix2l (color.x + color.y + color.z) / 3;

if (1 < w - 1)
1
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¥ o= i+1;

offset = (x + w) * 3;

color = make_float3(fleoat(pCudaTexPtr[offset + 2]), float(pCudaTexPtr[offset+l]), float(pCudaTexPtr[offset]));
pix22 = (color.x + color.y + color.z) / 3;

}

psobel[i] = ComputeSobel(pixe®, pixel, pixe2,
pixl@, pixll, pixil2,
pix2@, pix21, pix22, fScale );

}

/{ Wrapper for the _ global  call that sets up the texture and threads
Davtarn "r" wnid snhalEiltarfinsionad chae # cuds tav  oncionad chae foohel tav it dw dnt dh anom SohalMods mads  Floast Foesla codasStessm +
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Value Type

gridDim k=512, y=1z=1} const dim3

ul 16 unsigned char

umm 16 unsigned char
16 unsigned char
16 unsigned char
1 unsigned char
16 unsigned char
7 unsigned char

= Memory 1 E Threads B Modules _EI Watch 1

cuda_runtime_api.h defines.h & SobelFilter_Shared.cu SobelFilter_Shared.h & SobelFilter_kernels.cu > Ealylll=e]:Ts] simpleGL_kernel_fixed.cu &

(Global 5cope) =| “% ComputeSobel{unsigned char ul, unsigned char um, unsigned char ur, unsi

__device  unsigned char

ComputeScbel(unsigned char ul, upper left
unsigned char um, upper middle
unsigned char ur, upper right
unsigned char ml, middle left
unsigned char mm, middle {unused)
unsigned char mr, middle right
unsigned char 11, lower left
unsigned char 1lm, lower middle
unsigned char 1lr, lower right
float fScale )

> LUl
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short Horz ur + 2*mr + 1r - ul - 2*ml - 11;
short Vert ul + 2%¥um + ur - 11 - 2*¥1m - 1r;
short Sum = (shert) (fScale*(abs(Horz)+abs(Vert)));

return (unsigned char) Sum;

{f cuda tex - BGR image
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CUDA Memory Breakpoint

blockIdx.x*blockDim.x + threadIdx.x;
blockIdx.y*blockDim.y + threadIdx.y;

unsigned int x
unsigned int y

int idx = y*widthtx;
if (idx « width && idx ¥ 2 == @)
g_data[idx] = 255;

'/ Wrapper for the _ global  call that sets up the texture and threads

—lextern "C" woid sobelFilter(unsigned char * cuda_tex, unsigned char *sobel tex, int iw, int ih, enum SobelMode mode, float fScale, cudas

r

100 % - “ mn

Breakpoints
New~ | %X | )3 | & D J | Columns~ | Search: ~| In Column: | All visible - X
‘ Labels

Mame Condition Hit Count

- i@ SobelFilter_kernels.cu, line 172 (no condition)  break always (currently 0]
[/ When "0x0000000005200000" changes (4 bytes): (no condition)  break always (currently 0)

Bf Autos B Locals B Memoryl E Threads Maodules 5 Watch1 M Call Stack _j Breakpoints | = RO

Ln 185 Coll
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Schedules and Where To Get It...

= Parallel Nsight 1.5 RC available now
= Parallel Nsight 1.5 Final soon after GTC

www.nvidia.com/ParallelNsight
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Conclusion and Q&A

= GPU is a first-class development target
» CUDA-C development in Visual Studio 2010
= Tesla Compute Cluster support for Professionals

= CUDA Toolkit 3.1 and 3.2 Support
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NVIDIA Parallel Nsight™ at GTC 2010

Parallel Nsight Lounge by Microsoft (Ballroom Concourse)
From 10am-8pm each day, give-a-ways daily at 3pm

www.nvidia.com/ParallelNsight

All Parallel Nsight Sessions at GTC are in Room B
Tues, 3-3:50pm: GPGPU Development for Windows HPC Server [Microsoft]
Tues, 4-4:50pm: Parallel Nsight: Analyzing Massively Parallel Applications
Tues, 5-5:50pm: Parallel Nsight for Accelerated DirectX 11 Development




