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NVIDIA Parallel Nsight™

Application Development Environment
for Heterogeneous Platforms

» Build GPU code

= Debug GPU APIs and source code

== = Profile GPU APIs and source code e
» Trace and analyze GPU+CPU activities

NVIDIA.

Microsoft®

€ ) Visual Studio 2010
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New Analysis Features in Parallel Nsight 1.5

= Visual Studio 2010 support
» Trace and profiling activities in the same session
= CUDA profiler improvements

= NVIDIA tools extension improvements

» OpenGL/Direct3D frame and
workloads trace

PRESENTED BY @ NVIDIA.




Analysis and Optimization Strategies

» Understand what the application is really doing

= Untangle false dependencies
— consumer/producer/interop
— multi-core/multi-GPU

* Find out where the cycles are spent

» Profile the big offenders

PRESENTED BY @ NVIDIA.




What is my application really doing?

= Trace

— Run your application as is in Parallel Nsight
— Source code decoration
— Performance monitors

= CPU threads

» GPU Workloads

= Memory transfers
» Dependencies

PRESENTED BY @ NVIDIA.




Nsight GTC 2010 Demo Introduction

CPU
<<<sobel>>> <<<cubegen>>> glDrawElementy(...)

cubegen

esenreoer @4 NVIDIA.




Seconds
= Processes
- \J =l nexusgtcdemo.exe [2832]
QL = Thread 91.2% [1204]
. Thread State

Function Calls

=l  Tools Extensicn

Push / Pop Ranges

+  Thread 4,83 [1716]
+  Thread 2,43 [2116]
Thread [2488]
= CUDA
= Context 1 [0]
Driver API
Mermory
= Compute
8.9% [67] kernel
3.7% [68] SobelTex
0.0% [67] memset32_aligned...
=l Streams

Stream 0
i Counters
= OpenGL
= Render Context 0x20000
= Device Context Oxffffffffa0010...
APT Calls
Draw Calls [Device 0x100]
=I  Tools BExtension
[2] FPS Markers

| R

035961 040061 040161 040261 040361 040461 040561 040661 040761 040861 040961 041061 041161 041261 041361 041461 041561 041661 041761

.

—wy T

- ®© T
e I [ T K g [

Status

Markers

(=IO Uplo.. Compute... GL Rendering Upload Image Co... GL Rendering

A ~ A A N

| I | cuMemcpyHtoD_v2 I |

Sobel kernel [ Sobal... kernel
kernel

Sobel...

cru I
Level 0 s B8 s B

iy = T gt bR A it ot

Markers
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i

Event

& Ldown

e B R =]

LY I -

Level Indent

Message

Cube generaticn

Compute Work
GL BEendering
GEL Rendering
Opload Image
Opload Image
Compute Work
Sobel

Sabel

Cube generaticon

Cube generation

Compute Work
GL BEendering

GL Bendering

GETC 2010 Nsight Demo [Sobal]

Opload Image
Opload Image
Compute Work
Sabel
Sobel

Cube generaticn

Cube generaticon

Compute Work
GEL Rendering
GL Rendering
Opload Image
Opload Image
Compute Work
Sabel

Sobel

Cube generation

a7.

v

T

o

=

(linear,no stream)

Event Type 'me fl:u_'ati-::r
= k=)
RangePop 133344.8 489.6
RangePop 133528.0 858.0
RangePush 1335292 1386.0
RangePop 1354152 1286.0
RangePush 1367016 10779.2
RangePop 1474808 10779.2
RangePush 147523 534.0
RangePush 147524.8 235.2
RangePop 147760.0 235.2
RangePush 147760.8 508.4
RangePop 148269.2 508.4
RangePop 148457.6 534.0
RangePush 1484584 1911.2
RangePop 150369.6 19112
Marker 150700.0
RangePush 1518376 104936
RangePop 1623312 1045836
RangePush 162586.0 49268
RangePush 1625884 236.0
RangePop 1625244 236.0
RangePush 162825.2 4506.4
RangePop 1673316 45064
RangePop 1675128 45926.8
RangePush 1675140 1500.0
RangePop 1694140 1500.0
RangePush 1702584 103876
RangePop 1806460 10387.6
RangePush 180804.4 965.6
RangePush 1808052 230.8
RangePop 1810360 230.8
181036.8 535.6

Process

IC

2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832
2832

Thread

1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204
1204

Category

[0
(o
(0]
(o
[0
(o
(0]
[
[0
(o
(0]
(o
[0
(o

[2] FPS Markers

[
[0
(o
(0]
(o
[0
[0
(0]
[
[0
(o
(0]
(o
[0
[0
(0]

Color

000000000000 0000O0O0OOO0OO0DO0OODODO0OODO0OO00OO0O

Payload

37.0478744506836

eressnreney. 24 MVIDIAL,



Seconds
-  Processes
135) =]  nexusgtcdemo.exe [2832]
C > = Thread 91.2% [1204]
! Thread State
Function Calls
=l Tools Extension

Push / Pop Ranges

#  Thread 4.8% [1716]
+  Thread 2.4% [2116]
Thread [2488]

= CUDA
= Context 1 [0]
Driver API
Mermory

= Compute
8.9% [67] kernel
3.7% [68] SchelTex
0.0% [67] memset32_aligned...
=l Streams
Stream 0
#  Counters
=  OpenGL
= Render Context 0x20000
= Device Context Oxffffffffa0010...
APICalls
Draw Calls [Device 0x100]
=l Tools Extensicn
[2] FPS Markers

035961 040061 040161 040261 040361 040461 040561 040661 040761 040861 040961 041061 041161 041261 041361 041461 041561 041661 041761

vy T
- ®©_ " " "7°"1
T L e

Status

Markers

NG Lplo.. Compute... GL Rendering Upload Image Co.. GL Rendering

A . A A O |

| I | cuMemepyHtoD v2 I

cru | T R .
Level 0 s EIM ———

fiiy P13 At 1 e 44

Markers
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MNexusGtcDemol0091.. ture_000.nvreport MNexusGtcDemol0091.. ture_001.nvreport MexusGtcDemol0091...ture_000.nvreport defines.h Activityl.nvact > Elnldi=e]Maly

Activity Type

) Application Trace
Collects events from the target application. The analysis session and data collection are stopped when the launched application exits.
System Trace

Collects events from the target application and all native child processes of the target application. The analysis session and data collection are not stopped when the launched application exits. The session and data collection
must be stopped manually.

@ Profile CUDA Kemels

Collects performance counters for each CUDA kernel launch.

Profile CUDA Settings

Counter Set GeForce GTX 480
Single Multiprocessor
Branches Taken Instructions Issued Active Warps

Divergent Branches Instructions Executed Shared Load

> Ll
O Z
-
ok
S
53
[l &)
=
o
o

|:| Thread Blocks Executed (Multiprocessor) ‘Warps Launched |:| Shared Store
Global Load Requests Threads Launched

|:| Global Store Requests Active Cycles

Texture Processing Cluster (TPC)

Local Loads

|:| Local Stores

Connection Status @ Application Control Capture Control

Open Report on Stop
[Sum mary Page




Kernel with Interleaved memory layout

FB Write Throughput

[appr

Function Mams

eressnreney. 24 MVIDIAL,




Vertex attribute memory layout

» |[nterleaved Thr%ad 0 Thr%ad 1 Thr%ad \

\_Y_I
4 floats

TO T4 Thr?dN

|

= | inear
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Kernel with Linear memory layout

rite Throughi

eressnreney. 24 MVIDIAL,




Cache configuration

red Loca

PREFER_L1

PREFER_L1

4
4
4
4
4
4
4
4
4
4
448
4
4
4
4
4
4
4
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r

Dynamic Shared Local Memaory - Cache

Local Memory ) ;
Memory per per Thread (bytes) Configuration
Block (bytes) (bytes) ' ! Executed

Grid Block APL Stream Process Local Global Load Shared
Dimensions Dimensions CallID D 1D Loads Reguests Load

. Start Time Dwration Registers
Function Mame (15) {uis) Qccupancy T

1]

71281 1534
T1289 1534
72471 2016
71328 1584
72512 2016
71312 1584
71422 1534
71311 1534
12272 3238
121592 3888
12224 3888
12176 3888
11504 3672
12224 3888
11536 3672
11552 3672

kernel 695108.0 102084
kernel 2061281596 102024
kernel 863008.0 102068
kernel 381553.6 102060
kernel 556753.6 | 10209.6
kernel 27088064 101912
kernel 8384593.2 102108
kerrel 25892928 10196.0
SobelShared 2082487.6 712
SobelShared 2500223.2 7744
SobelShared 2635255.6 774.8
SobelShared 29352804 7704
SobelShared 2106368.0 7744
SobelShared 2743342.0 7728
SobelShared 2523619.2 7740
SobelShared 2587812.8 774.8

28
28
28
28
28
28
28
28
23
28
28
28
28
28
28
28

48758784 PREFER_SHARED {32,321} {16 16 1} 229972
45738784 PREFER_SHARED (32,32, 1) {16 16 1} 245494
48758784 PREFER_SHARED (32,32, 1) {16 16 1} 231365
45758784 PREFER_SHARED (32,32, 1) {16 16 1} 229375
45758784 PREFER_SHARED {32,321} {16 16 1} 229176
48758784 PREFER_SHARED {32,321} {16 16 1} 246290
48758734 PREFER_SHARED {32,321} {16 16 1} 231166
48758734 PREFER_SHARED (32,32, 1) {16, 16, 1} 245295
48758734 PREFER_SHARED {2 178,1) {16 4 1} 241428
45738784 PREFER_SHARED {2,128 1) {164 1} 244612
48758734 PREFER_SHARED {2,128 1) {16 4, 1} 245607
45738784 PREFER_SHARED {2,128 1) {16 4, 1} 247796
48758734 PREFER_SHARED {2,128 1) {16 4, 1} 241627
45738784 PREFER_SHARED {2,128 1) {16 4, 1} 245403
48758734 PREFER_SHARED {2,128 1) {16 4, 1} 244511
45738784 PREFER_SHARED {2,128 1) {16 4, 1} 245209
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° OE & |c‘ b CUDA Launches

~w  Filter

=
o.
o

Funcion N StartTime  Duration Registers EWmiCSha’Ed Ead%e . Grid Block AP Process Global Load Shared Local
unciion Kame (ps) (bs) cecupancy per Thread Smary per anmguraton Dimensions  Dimenszionz  Call ID D Requesats Load Loads

Slack (bytes) Executed
24692258 14395 075 26 PREFER_SHARED {512, 1,17 1384 1, 11378 FE34 15840 47520
24997415 14453 0.75 26 PREFER_SHARED {512, 1.1 {3841, 11556 5634 16272 48816

1 {384, 11734 5624 16272 48815

1

1

253031 4 1445.0 0.7k 26 FREFER_SHARED {312, 1,
1 {3841, 11912 BEE4 16272 42816

1

1

25610905 14473 0.75 26 FREFER_SHARED {512,
25914153 14481 075 26 PREFER_SHARED  {512,1 1} {384, 1, 12090 5684 16272 43816
26218337 14475 075 26 FREFER_SHARED {512 1, 1} {3841, 12268 BES4 16272 43216
26521053 1438.6 0.78 26 FREFER_SHARED {3121, 1} {3841, 12446 BES4 15840 47520
26838734 8836 0.75 25 FREFER_SHARED 1 {16.12, 126338 5684 3024 9744
27149352 BBE S 0.75 28 FREFER_SHARED 1} {16, 12, 12830 BES4 3024 9744
27462384 BBE5.3 28 FREFER_SHARED 1 {16, 12, 13022 BES4 3024 9744
SobelShared 27770405 8381 25 FREFER_SHARED 1} 16,12, 13214 5684 3024 9744
SobelShared 28076147 875 28 PREFER_SHARED 1} {16, 12, 13406 BEB4 3024 9744
SobelShared 28381309 BBas 28 FREFER_SHARED 1} {16, 12, 13593 BES4 3024 9744
SobelShared 28687702 889.3 28 FREFER_SHARED 1 {16, 12, 13730 5684 3024 9744
SobelShared 28996933 BEE.4 28 76 FREFER_SHARED 1} {16, 12, 13582 BEE4 3024 9744
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NVIDIA Tools eXtensions - NVTX

= Source code instrumentation and decoration:
— Markers
— Ranges
— Resource Naming

= nvToolsExt.h

eresenenay. 8 MVIDIA.



Markers

// NEW - message only

nvtx: :Mark (“video transfer”)

Thread
D

PRESENTED BY @ nVIDIA.




Attributes

= Color ARGB

» Payload/Type  64-bit - unsighed inté64, int64, double
" Message Text

= Category ID for grouping

// NEW — w/ attributes

nvtx::Mark (nvtx::Attributes () .color (OXxFFFF0000) .message (“video transfer”));

PRESENTED BY @ NVIDIA.




Attributes - Source Code Sample

nvtxEventAttributes t eventAttrib = {0};
eventAttrib.version = NVTX VERSION;
eventAttrib.size = NVTX EVENT ATTRIB STRUCT SIZE;
eventAttrib.category = CATEGORY VIDEO;
eventAttrib.colorType = NVTX COLOR ARGB;
eventAttrib.color = COLOR RED;
eventAttrib.messageType = NVTX MESSAGE TYPE ASCII;
eventAttrib.message.ascii = "video transfer";
eventAttrib.payloadType = NVTX PAYLOAD TYPE INT64;
eventAttrib.payload.llValue = nBytes;

nvtxMarkEx (&eventAttrib) ;

// NVTX HELPER

nvtx::Mark (nvtx::Attributes () .category (CATEGORY VIDEO) .color (COLOR RED) .message ("video
transfer") .payload (nBytes));

eresenenay. 8 MVIDIA.




Ranges and Scoped Ranges

nvtxRangePushA ("Sobel") ;

nvtxRangePop () ;

{
NvtxUtil::ScopedRange SR ("Update Video Frame");

Seconds

Initialize
Initialize CUDA i Initialize Memory
[ Initialize System Memary

ent Type ' : ._ eSS Hrﬂad {

RangeFush

ngzFop
RangeFush

memmmm— A NVIDIA.




Nested Ranges

nvtxRangePushA ("Compute Work") ;

nvtxRangePushA ("Sobel") ;

nvtxRangePop () ;

nvtxRangePushA (“"CubeGen") ;

nvtxRangePop () ;

nvtxRangePop () ;

eresenenay. 8 MVIDIA.




Ranges and Object Lifetime

nvtxEventAttributes t lifeTimeAttrib = {0};

lifeTimeAttrib.version = NVTX VERSION;
lifeTimeAttrib.size = NVTX_EVENT_ATTRIB_STRUCT_SIZE;

lifeTimeAttrib.category = 3;

lifeTimeAttrib.color = OxFFOO88FF;
lifeTimeAttrib.colorType = NVTX COLOR ARGB;

lifeTimeAttrib.messageType = NVTX MESSAGE TYPE ASCII;

lifeTimeAttrib.message.ascii = "Memory Object A";

lifeTime D A = nvtxRangeStartEx (&lifeTimeAttrib);

cutilDrvSafeCallNoSync (cuMemAlloc ( &d A, mem size A ));

cutilDrvSafeCallNoSync (cuMemFree (d A));
nvtxRangeEnd (lifeTime_D_A) ’ PRESENTED BY @I’NIDIA



//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_85d312d83ea71fcb8572ad0c67351933.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_128ae5d152aba7d856f7f5e34160e6af.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_f2d5a68ca8ff3ed1b60422b0d422731c.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_1ddab7d8c56e85b694bde23a6797dfcf.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_9467ce4d95f96bf2b069970217b79689.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_4269da79a350a29b89f6c679900f683a.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_49cf4c991fadfc75fd270825152be0e6.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/unionnvtxEventAttributes__v1_1_1message__t_5e12353e01c6c2b778f8d92f5bbfa085.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/group__MARKER__AND__RANGES_gdfb180099c39096e890ad698c5d3efab.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/group__MARKER__AND__RANGES_g5e72fe22a8f4fde6e36ef15e7c1416bb.html

Ranges and Object Lifetime

// nvtxHelper
nvtxRangeId t rid A = nvtx::RangeStart (nvtx::Attributes/()

.category (CATEGORY CUDA MEMORY)
.color (COLOR RED) .message (“A”)) ;

cuMemAlloc (&d A, mem size A);

cuMemFree (d A);

nvtx::RangeEnd (rid A);

eresenenay. 8 MVIDIA.




Time Duration  Process  Thread
(us) (=) D [8]

Ewvent

D Level Indent Message Event Type Categony Color  Payload

9 Memory Object & RangeStart 5291605 BH16TY.Y hETZ 3532 [3] Memory Object Lifelime @
10 Memory Object B RangeStart 531033.5 590164.6 hETZ 3532 [3] Memory Object Lifetime @
g - RangeFop 328135 IEE2 T REv2 3532 o a
11 - RangePush 5328258 3228752 REv2 3532 o a
11 - RangeFPop BERT05.0 3228752 REv2 3532 o a
12 - RangePush  B8B5718.1 430059 hETZ 3332 [2] Memary Transfer a
12 - RangzFop 8987240 4300895 RATZ 3532 [2] Memaory Transfer a
13 - RangePush 8987352 1559.0 RE72 3532 m a
14 Memory Object C RangeStart 8987475 2228024 Rev2 3322 [3] Memory Object Lifetime @
13 - RangeFop 500334 .2 1855.0 hav2 3532 o O
15 - Rllocate System Memory | ) RangeFush 5003447 202728 hETZ 3332 1] Memaory Allocation B 1577
15 - Ellocate System Memor RangeFop 9206075 202728 hETZ 3332 1] Memaory Allocation B 15777
& L Initizlize Memcry RangeFop 520631.0 4375311 RETZ 3532 [0 [ ]
3 L Initizlize RangeFop 5206418 39124015 Rev2 3532 m 0O
g Memory Chject R RangsEnd 11208432 8816777 RETZ 3932 [3] Memory Object Lifetime @
10 Memory Object B RangeEnd 11211981 5501646 hETZ 3532 [3] Memory Object Lifetime @
14 Memory Object C RangeEnd 112164353 2225024 hETZ 3532 [3] Memory Object Lifelime @

Processes
- matriMulDry exe [5872]

+  MAIN_THREAD [3932]
- Tools Extension

[O0] Markers
Fanges 0
[3]1 Memory Object Lifetime Farges 1

F.anges 2

eressnreney. 24 MVIDIAL,



Grouping

nvtxNameCategory ( uint32 t category, const char* name );

Tools Ext

[O]

[3] Memory Object Lifetime

PRESENTED BY @ n‘"DlA.




OS Thread Naming

nvtxNameOsThread (GetCurrentThreadId (), "MAIN THREAD");

WithOUt... 1 .- Thread

D

= matrixMulDry exe [2852
- Thread [1660]
Function Calls

Thread
D

rnatrizMulDry exe [f
MAIN_THREAD [3932]
Tools Extension

PRESENTED BY @ n‘"DlA.




CUDA Resource Naming

void nvtxNameCuDeviceA ( CUdevice device, const char * name );
void nvtxNameCuContextA ( CUcontext context, const char * name );

vold nvtxNameCuStreamA ( CUstream stream, const char * name ));

eresenenay. 8 MVIDIA.




CUDA Resource Naming

CUresult status = cuCtxCreate( &cuContext, 0, cuDevice );
1f (CUDA SUCCESS != status) goto Error;

nvtxNameCuContext ( cuContext, "CTX NAME"Y );

CUDA Device ID Device Contexts Device® H to D (bytes) D to H (bytes)
[0] DEVICE_MAME GPU 0 - GeForce ¢ 0 1 134 33,554 432 16,7 i

CUDA Contexts

Total Mo Context 1 CTX_MNAME

. Process
Signature B
= ]

Criver AP

- Context 1 CTX_NAME [0] DEVICE_NAME
Drhver ARL PRESENTED BY @z NVIDIA.
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OpenCL Resource Naming

* Device

= Context

= Command Queues
= Memobjects

- OpencL

* Programs

AP
- Context [1] = <CONTEXT = > [[SF700176] < <DEVICE:= =]

= Samplers

- Queue [1] <<OQUEUE:=[57700176] <<DEYICE::
kernel Carnrmands [462

= Fvents

-

Program g kemel
) Kemels |Ds

Program Mame m Actions Context Name =" Process Name

1 oclSimpleGL.exe

PRESENTED BY @ n‘"D'A.




...Beyond Nsight 1.5

= TCC Profiling support
= More complex experiments and analysis

» Source code correlation for certain performance
bottlenecks

» Additional Resource Naming - OpenCL, CUDA-C, OpenGL...

PRESENTED BY @ NVIDIA.




Conclusion

= Macro and micro level performance analysis tools
= Nvtx to help understand what is the application really doing
= Nvtx for using Nsight more efficiently

= CUDA Profiling live with dynamic experimentation

PRESENTED BY @ NVIDIA.




NVIDIA Parallel Nsight™ at GTC 2010

Parallel Nsight Lounge by Microsoft (Ballroom Concourse)
From 10am-8pm each day, give-a-ways daily at 3pm

All Parallel Nsight Sessions at GTC are in Room B
Tues, 5-5:50pm: Parallel Nsight for Accelerated DirectX 11 Development
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