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Parallel Nsight: Analyzing and Optimizing 
Massively Parallel Applications



NVIDIA Parallel Nsight™

Application Development Environment

for Heterogeneous Platforms

 Build GPU code

 Debug GPU APIs and source code

 Profile GPU APIs and source code

 Trace and analyze GPU+CPU activities



New Analysis Features in Parallel Nsight 1.5

 Visual Studio 2010 support

 Trace and profiling activities in the same session

 CUDA profiler improvements

 NVIDIA tools extension improvements

 OpenGL/Direct3D frame and 

workloads trace



Analysis and Optimization Strategies

 Understand what the application is really doing

 Untangle false dependencies

— consumer/producer/interop

— multi-core/multi-GPU

 Find out where the cycles are spent

 Profile the big offenders



What is my application really doing?

 Trace

— Run your application as is in Parallel Nsight

— Source code decoration

— Performance monitors

 CPU threads

 GPU Workloads

 Memory transfers

 Dependencies



Nsight GTC 2010 Demo Introduction
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Kernel with Interleaved memory layout



Vertex attribute memory layout

 Interleaved

 Linear
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Kernel with Linear memory layout



Cache configuration





NVIDIA Tools eXtensions - NVTX 

 Source code instrumentation and decoration:

— Markers 

— Ranges

— Resource Naming

 nvToolsExt.h



Markers

// NEW – message only

nvtx::Mark(“video transfer”)



Attributes

 Color ARGB

 Payload/Type 64-bit – unsigned int64, int64, double

 Message Text

 Category ID for grouping

// NEW – w/ attributes

nvtx::Mark(nvtx::Attributes().color(0xFFFF0000).message(“video transfer”));



Attributes – Source Code Sample

nvtxEventAttributes_t eventAttrib = {0};

eventAttrib.version = NVTX_VERSION;

eventAttrib.size = NVTX_EVENT_ATTRIB_STRUCT_SIZE;

eventAttrib.category = CATEGORY_VIDEO;

eventAttrib.colorType = NVTX_COLOR_ARGB;

eventAttrib.color = COLOR_RED;

eventAttrib.messageType = NVTX_MESSAGE_TYPE_ASCII;

eventAttrib.message.ascii = "video transfer";

eventAttrib.payloadType = NVTX_PAYLOAD_TYPE_INT64;

eventAttrib.payload.llValue = nBytes;

nvtxMarkEx(&eventAttrib);

// NVTX HELPER

nvtx::Mark(nvtx::Attributes().category(CATEGORY_VIDEO).color(COLOR_RED).message("video 

transfer").payload(nBytes));



Ranges and Scoped Ranges

nvtxRangePushA("Sobel");

…

nvtxRangePop();

{

NvtxUtil::ScopedRange SR("Update Video Frame");

…

}



Nested Ranges

nvtxRangePushA("Compute Work");

nvtxRangePushA("Sobel");

…

nvtxRangePop();

nvtxRangePushA(“CubeGen");

…

nvtxRangePop();

nvtxRangePop();



Ranges and Object Lifetime

nvtxEventAttributes_t lifeTimeAttrib = {0}; 

lifeTimeAttrib.version = NVTX_VERSION; 

lifeTimeAttrib.size = NVTX_EVENT_ATTRIB_STRUCT_SIZE;

lifeTimeAttrib.category = 3; 

lifeTimeAttrib.color = 0xFF0088FF; 

lifeTimeAttrib.colorType = NVTX_COLOR_ARGB; 

lifeTimeAttrib.messageType = NVTX_MESSAGE_TYPE_ASCII;

lifeTimeAttrib.message.ascii = "Memory Object A"; 

lifeTime_D_A = nvtxRangeStartEx(&lifeTimeAttrib);

cutilDrvSafeCallNoSync(cuMemAlloc( &d_A, mem_size_A )); 

...

cutilDrvSafeCallNoSync(cuMemFree(d_A)); 

nvtxRangeEnd(lifeTime_D_A);

//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_85d312d83ea71fcb8572ad0c67351933.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_128ae5d152aba7d856f7f5e34160e6af.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_f2d5a68ca8ff3ed1b60422b0d422731c.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_1ddab7d8c56e85b694bde23a6797dfcf.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_9467ce4d95f96bf2b069970217b79689.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_4269da79a350a29b89f6c679900f683a.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/structnvtxEventAttributes__v1_49cf4c991fadfc75fd270825152be0e6.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/unionnvtxEventAttributes__v1_1_1message__t_5e12353e01c6c2b778f8d92f5bbfa085.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/group__MARKER__AND__RANGES_gdfb180099c39096e890ad698c5d3efab.html
//devrel/share/Devtools/NexusDocs/Nvtx/Html/group__MARKER__AND__RANGES_g5e72fe22a8f4fde6e36ef15e7c1416bb.html


Ranges and Object Lifetime

// nvtxHelper

nvtxRangeId_t rid_A = nvtx::RangeStart(nvtx::Attributes()

.category(CATEGORY_CUDA_MEMORY)

.color(COLOR_RED).message(“A”));

cuMemAlloc(&d_A, mem_size_A);

…

cuMemFree(d_A);

nvtx::RangeEnd(rid_A);





Grouping

nvtxNameCategory( uint32_t category, const char* name );



OS Thread Naming

nvtxNameOsThread(GetCurrentThreadId(), "MAIN_THREAD"); 

With...

Without…



CUDA Resource Naming

void nvtxNameCuDeviceA( CUdevice device, const char * name );

void nvtxNameCuContextA( CUcontext context, const char * name );

void nvtxNameCuStreamA( CUstream stream, const char * name )); 



CUDA Resource Naming
CUresult status = cuCtxCreate( &cuContext, 0, cuDevice ); 

if (CUDA_SUCCESS != status) goto Error; 

nvtxNameCuContext( cuContext, "CTX_NAME“ );



OpenCL Resource Naming

 Device

 Context

 Command Queues

 Memobjects

 Programs

 Samplers

 Events



…Beyond Nsight 1.5

 TCC Profiling support

 More complex experiments and analysis

 Source code correlation for certain performance 

bottlenecks

 Additional Resource Naming – OpenCL, CUDA-C, OpenGL…



Conclusion

 Macro and micro level performance analysis tools

 Nvtx to help understand what is the application really doing

 Nvtx for using Nsight more efficiently

 CUDA Profiling live with dynamic experimentation



NVIDIA Parallel Nsight™ at GTC 2010

www.nvidia.com/ParallelNsight

Compute Debugger Graphics DebuggerSystem Analysis Graphics Inspector

Parallel Nsight Lounge by Microsoft (Ballroom Concourse)

From 10am-8pm each day, give-a-ways daily at 3pm

All Parallel Nsight Sessions at GTC are in Room B
Tues, 5-5:50pm: Parallel Nsight for Accelerated DirectX 11 Development


