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Design flow: role of simulation

Synthesis
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Netlist simulation is 
extremely slow
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Event-driven simulation

primary inputs / register outputs 

primary outputs / register inputs 

 Levelized netlist

 Inputs changing 
value create new 
events

 Event propagates if 
the output of a gate 
changes

t=0

t=1

t=2

t=3

t=4

t=5

t=6

3

... 

Shared Memory

Thread block

T T T T T

T T

T T

T T T T T

T T T T T

T T

T T

T T T T T

Event-driven: GP-GPU perspective

 Scenario: individual threads simulate individual gates 

 Small fraction of gates are simultaneously active

 Frequent synchronization across all thread-blocks needed

 Better alternative: each thread-block simulates an independent 
chunk of logic (macro-gate)

 Internal net values are stored in fast shared memory for 

performance
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How do we carve macro-gates?

level 1
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primary outputs / register inputs 

primary inputs / register outputs 

1. Levelize
as-late-as-possible 
(ALAP)

2. Partition in layers

3. Cluster in lids

4. Aggregate ‘lid’ 
cones of logic in 
one macro-gate
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Parallelism: GP-GPU perspective

Thread-block level parallelism

Thread level parallelism
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Independent logic blocks: macro-gates

Independent logic-gates in same level
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Event-driven simulation: mechanism

 Event-driven simulation 
proceeds at macro-gate 
granularity

 After each epoch of 
simulation:

 Check monitored nets

 Schedule macro-gates 
of next layer

monitored nets

EVENT-DRIVEN SIMULATION

monitored nets with a 
value change event
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Simulation within a thread-block

Execution threads
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OBLIVIOUS SIMULATION

8

Macro-gate balancing

 We want ALL threads working at ALL times

 Rebalance gate schedule within a macro-gate to increase 
utilization

 Trade-off latency for utilization
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Performance speedup (times)

Performance vs. commercial simulator
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Comparison against 
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