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use has been confined to embedded systems. Local
stores are problematic in general-purpose systems
because they add to process state on context switches,
and are difficult to program. We propose the use of
virtualized local stores to provide the benefits of a
software-managed memory hierarchy on-demand for
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