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What Is The Audio Camera: Vision Guided Beamforming: Concert Hall Acoustics:
The audio camera is the audible frequency range e Visual framework for audio analysis allows us to exploit * Acoustic engineers are very Interested in which objects In
equivalent of a video camera. many existing computer vision algorithms. a concert hall contribute to which reflection.
. Generates an acoustic intensity image of the  Multiple acoustic/video cameras can be calibrated using * The audio camera can immediately reveal where strong
environment that is overlaid upon a real video standard 8 point vision algorithms. reflections originate.
stream. e \We have shown that the audio camera is a central  Will allow acoustic engineers to identify where to place
. Utilizes GPUs to achieve real-time operation at projection camera for acoustic waves which implies an acoustic damping foam to control and manipulate concert
30fps. epipolar geometry between video and audio cameras. hall reverberation
Hardware: +  Inthe figure to the left the bottom
_ _ panel shows the audio image collected
. 64 mlcrophones embedded In the surface of a sound- by the audio camera and the top image
hard 6 Inch sphere. — shows a video stream collected by a
° Sampllng rate of 44100 SampleS pPer second PEr g o separate video camera.
channel transmitted over USB 2.0 to host CPU. : « A face detector processed the video
. 640x480 digital video camera embedded In the o stream and returned likely locations of
sphere. T i g human speakers in the scene.
. Video streams at 15fps via USB 2.0 The epipolar geometry then implies a 1-D search space
. . | Yy Impli :
Acoustic images generated on an NVIDIA GPU. In the acoustic Image (shown as the red curved line).
o Efficient search along this line then reveals the active
speaker In the acoustic Image despite the loud secondary « In this experiment a loud speaker was placed on the stage
sourees. underneath the piano at the Dekelbaum concert hall at the
Acoustic Image Overlay: University of Maryland.
»  When the audio and video cameras are collocated * A 10ms chirp was played from the stage and the response
the acoustic image can be warped onto the video recorder with the audio camera.
Image. * The Image above shows the first reflection of this pulse
 Immediately reveals sound emitting objects in the overlaid on a spherical panorama of the concert hall.
environment.
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Audio Camera Website:
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