Radiotherapy Dose Calculation Acceleration With CUDA 1T
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Imaging modalities, and extensive beam modeling. The The algorithm takes into consideration many of the fundamental physics allows the computation of a highly conformal dose distribution by shaping
large data sets being manipulated result in relatively slow phenomena involved in radiation transport but at the cost of increased the beam to target and sparing the surrounding organs at risk.
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Our goal was to accelerate dose computation while

preserving or improving the accuracy of the model.

Dose calculation: a highly parallel task
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Ideal candidate for a GPU implementation
Brachytherapy . Conclusion
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In brachytherapy, radiation sources are inserted 220 Z1°SYZleeze'Zele'21Z ZE 1"
inside a tumor site. The widely used formalism hardware to compute the dose In
to compute the dose in this case does not take | 5 radiotherapy treatment planning.
tissue heterogeneities into account. 8 180 2>1SEELZZ>S" —1SE+H>®EO}>
We have implemented the formalism on the GPU S 160 _YViol B z™eZe1l "¢'1 S—1 ZSF:
and added a full raytracing engine to add tissue s p_hyS|caI accuracy wh_en compare_d to our
heterogeneity corrections. We have therefore | g 140 single threaded CPU implementation show
improved to the accuracy of the model. < 190 the tremen_dous potentlel_of the platform.
The same implementation running on the CPU Future projects Include integrating the dose
did not produce results within a timeframe 100 | ’ ’ computation modules In an Intensity
E" =™Se’¢e/7]1 '"¢*1Fe¢'— ' ESe1 ~>" ~ 643 1283 256"3 Modulated Ratiotherapy Treatment (IMRT)
Number of voxels optimization where the dose has to be
computed several thousand times.




