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The conceptual model central to OLAP is the Data Cube, which is a 209 g ° ® 2590 5 o
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Aggregation along dimensional hierarchies is a basic building block 36909 g ° & 36.90 aggregation (multiple aggregations)
involved in most OLAP operations. The main problems to solve in 4.92 ¢ g 6 S g -
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dimensional spaces and the dimensional “explosion”, since the Cells EI Cells
number of possible aggregates grows exponentially.
Our approach aims at speeding up aggregations by using the
massively parallel architecture of GPUs.
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About Palo

Jedox AG, headquartered in Freiburg (Germany) with offices in
Great Britain and France, is one of the leading suppliers of
Open-source Business Intelligence and Corporate Performance
Management solutions in Europe. Jedox’ core product, Palo Bl
Suite, accommodates the entire range of Bl requirements
including planning, reporting and analysis.
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The multidimensional Palo OLAP Server at the core of the Palo
Bl Suite integrates simply and easily existing MS-Excel
solutions and optimizes planning, reporting and analysis.
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