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Solution Overview

**NVIDIA A100 Tensor Core GPU** is based upon the NVIDIA Ampere architecture and accelerates compute workloads such as artificial intelligence (AI), data analytics, and HPC in the data center. The NVIDIA vGPU software that enables data centers to virtualize the NVIDIA A100 graphics processing unit (GPU) is the **NVIDIA Virtual Compute Server (vCS)** product. This NVIDIA vGPU solution extends the power of the NVIDIA A100 GPU to users allowing them to run any compute-intensive workload in a virtual machine (VM). NVIDIA vGPU 11.1 or later software releases offers support for Multi-Instance GPU (MIG) backed virtual GPUs and users have the flexibility to use the NVIDIA A100 in MIG mode or non-MIG mode. Combining MIG with vCS, enterprises can take advantage of management, monitoring and operational benefits of hypervisor-based server virtualization, running a VM on each MIG partition and Linux distribution.
GPU Partitioning

GPU partitioning is particularly beneficial for workloads which do not fully saturate the GPU’s compute capacity. A lot of GPU workloads do not require a full GPU. For example, if you are giving a demo, you are building POC code or are testing out a smaller model, you do not need 40 GB of GPU memory which is offered by the NVIDIA A100 Tensor Core GPU. Without GPU partitioning, a user doing this type of work would have an entire GPU allocated, whether they are using it or not. Compute workloads which use Kubernetes clusters can benefit from GPU partitioning as well as multi-tenant use cases where one client cannot impact the work or scheduling of other clients, providing isolation for customers.

While NVIDIA vGPU software implemented shared access to the NVIDIA GPU’s for quite some time, the new Multi-Instance GPU (MIG) feature allows the NVIDIA A100 GPU to be spatially partitioned into separate GPU instances for multiple users as well. The goal of this technical brief is to understand the similarities as well as differences between NVIDIA A100 MIG capabilities and NVIDIA vGPU software, while also highlighting the additional flexibility when they are combined.

The following table summarizes the concurrency mechanisms points which will be discussed.
Table 1. Concurrency Mechanisms Points

<table>
<thead>
<tr>
<th></th>
<th>NVIDIA A100 MIG Backed Virtual GPU Types</th>
<th>NVIDIA A100 with NVIDIA vCS Virtual GPU Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU Partitioning</td>
<td>Spatial (hardware)</td>
<td>Temporal (software)</td>
</tr>
<tr>
<td>Number of Partitions</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Compute Resources</td>
<td>Dedicated</td>
<td>Shared</td>
</tr>
<tr>
<td>Compute Instance Partitioning</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Address Space Isolation</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fault Tolerance</td>
<td>Yes (highest quality)</td>
<td>Yes</td>
</tr>
<tr>
<td>Low Latency Response</td>
<td>Yes (highest quality)</td>
<td>Yes</td>
</tr>
<tr>
<td>NVIDIA® NVLink® Support</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Multi-Tenant</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>NVIDIA® GPUDirect® RDMA</td>
<td>Yes (GPU instances)</td>
<td>Yes</td>
</tr>
<tr>
<td>Heterogenous Profiles</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Management - requires Super User</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
NVIDIA vCS Virtual GPU Types

NVIDIA vGPU software uses temporal partitioning and has full IOMMU protection for the virtual machines that are configured with vGPUs. Virtual GPU provides access to shared resources and the execution engines of the GPU: Graphics/Compute, Copy Engines. A GPU hardware scheduler is used when VMs share GPU resources. This scheduler uses time slicing to impose limits on GPU processing cycles used by a vGPU and automatically dequeues work from channels onto the GPU’s engines. If vGPUs are added or removed, the share of GPU processing cycles allocated can change accordingly (dependent of scheduling policy), resulting in performance to increase when utilization is low, and decrease when utilization is high. This type of scheduling dynamically harvests empty GPU cycles and allows for efficient use of GPU resources.

NVIDIA vGPU software, which uses temporal partitioning, can partition a NVIDIA A100 up to 10 vGPUs, thereby 10 VM’s can access this shared resource (40 GB of GPU memory) with 4 GB GPU memory allocated per VM. A vGPU is assigned to VM’s using vGPU profiles.

To enable vGPU support on a virtual machine, a shared PCIe device is added to the VM. Once this device is added, vGPU profiles are assigned using a centralized management utility, like VMware vSphere or Red Hat RHV/RHEL, which is provided by the hypervisor. Root privileges are not required for enabling vGPU support on a virtual machine as long as the named user is part of the administrator role.
MIG Backed Virtual GPU Types

The NVIDIA A100 is the first NVIDIA GPU to offer MIG. MIG enables multiple GPU instances to run in parallel on a single, physical NVIDIA A100 GPU. MIG mode spatially partitions the hardware of GPU so that each MIG can be fully isolated with its own streaming multiprocessors (SM's), high-bandwidth, and memory. MIG can partition available GPU compute resources as well.

Figure 1. MIG Enabled Multi-GPU Instances

With MIG, each instance’s processors have separate and isolated paths through the entire memory system - the on-chip crossbar ports, L2 cache banks, memory controllers, and DRAM address busses are all assigned uniquely to an individual instance. This ensures fault tolerance and an individual user’s workload can run with predictable throughput and latency, with the same L2 cache allocation and DRAM bandwidth, even if other tasks are thrashing their own caches or saturating their DRAM interfaces.
A single NVIDIA A100 has up to 7 usable GPU memory slices, each with 5 GB of memory. MIG is configured (or reconfigured) using nvidia-smi and has instance profiles that can be chosen to meet the needs of HPC, Deep Learning, or Accelerated Computing workloads.

### Managing MIG – GPU Instances

The workflow for managing MIG is executed using NVML/nvidia-smi commands. Creating a GPU instance requires CAP_SYS_ADMIN or root privileges. The following graphic illustrates the workflow.

#### Figure 2. Managing MIG Workflow

MIG instances can be created and destroyed dynamically and does not affect other GPU instances. However, if a portion of the GPU is not being used, the empty GPU processing cycles are not allocated to the actively used partition. Therefore, MIG does not have the flexibility to dynamically harvest empty GPU cycles. The following table illustrates the GPU instance sizes which are available to MIG and well as the number of instances which can be created.

#### Table 2. GPU Instance Sizes Available to MIG

<table>
<thead>
<tr>
<th>GPU Instance Size</th>
<th>Number of Instances Available</th>
<th>SMs per GPU Instance</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1g.5gb</td>
<td>7</td>
<td>14</td>
<td>5 GB</td>
</tr>
<tr>
<td>2g.10gb</td>
<td>3</td>
<td>28</td>
<td>10 GB</td>
</tr>
<tr>
<td>3g.20gb</td>
<td>2</td>
<td>42</td>
<td>20 GB</td>
</tr>
<tr>
<td>4g.20gb</td>
<td>1</td>
<td>56</td>
<td>20 GB</td>
</tr>
<tr>
<td>7g.40gb</td>
<td>1</td>
<td>98</td>
<td>40 GB</td>
</tr>
</tbody>
</table>

A single GPU compute instance resides within the GPU instance. However, more than one compute instance can be created and provides partial isolation to compute resources but allows independent workload scheduling.
NVIDIA Virtual Compute Server with MIG Mode Enabled

Combining NVIDIA vCS and NVIDIA A100 MIG enables additional flexibility on the Ampere architecture. This includes provisioning and orchestration benefits where end-to-end management tools are available providing real-time insights.

Use cases which require high quality of service with low latency response and error isolation are key workloads for MIG spatial partitioning. Since MIG offers separate and isolated paths through the entire memory system, MIG ensures that an individual user’s workload can run with predictable throughput and latency. The extreme throughput and latency of MIG surpass vGPU temporal partitioning. The following graph illustrates an example of inferencing throughput differences between bare metal MIG and vCS using MIG backed virtual GPU’s (mileage may vary according to dataset and workflows).

Figure 3. NVIDIA A100 Deep Learning Inferencing
NVIDIA vGPU software supports MIG GPU instances only with NVIDIA Virtual Compute Server and Linux guest operating systems. To support GPU instances with NVIDIA vGPU, a GPU must be configured with MIG mode enabled and GPU instances must be created and configured on the physical GPU. For more information, refer to the vCS Deployment Guide for Red Hat RHEL. For general information about the MIG feature, see the NVIDIA Multi-Instance GPU User Guide.

One of the new features introduced to vGPU when VM’s are using MIG backed virtual GPU’s is the ability to have different sized (heterogenous) partitioned GPU instances. The following figure illustrates the 18 possible size combinations when NVIDIA A100 has MIG mode enabled.

**Figure 4. NVIDIA A100 MIG Mode Enabled Possible Combinations**

<table>
<thead>
<tr>
<th>Slice #1</th>
<th>Slice #2</th>
<th>Slice #3</th>
<th>Slice #4</th>
<th>Slice #5</th>
<th>Slice #6</th>
<th>Slice #7</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** When using vCS and MIG mode is enabled, the vGPU software recognizes the MIG backed vGPU resource as if it were 1:1 or full GPU profile.

Not all hypervisors support GPU instances in NVIDIA vGPU deployments. To determine if your chosen hypervisor supports GPU instances in NVIDIA vGPU deployments, consult the release notes for your hypervisor at NVIDIA Virtual GPU Software Documentation.
NVIDIA Virtual Compute Server with MIG Mode Disabled

When the NVIDIA A100 is in non-MIG mode, NVIDIA vCS software uses vGPU temporal partitioning where VM’s have shared access to compute resources which can be beneficial to certain workloads. Dynamic scheduling harvests empty GPU cycles and allows for efficient use of GPU resources during idle or less demand. During these times there is higher throughput potential for compute operations. However, during peak demand users may see a performance impact due to context switching. Since vCS offers up to 10 GPU partitions (MIG offers 7) and can harvest empty GPU cycles, a better total cost of ownership (TCO) can be achieved for certain workloads.

NVIDIA vCS, with MIG mode disabled, also offers access to non-compute engines (like NVENC, NVDEC, JPEF and OFA) when VM’s are using vGPU fractional profiles. VM’s do not have access to the full set of non-compute engines when MIG mode is enabled unless the NVIDIA A100 GPU is configured for 7 slice partitions. Peer-to-Peer NVIDIA® CUDA® transfers over NVLink are supported by vCS; this support is not offered to NVIDIA A100 when MIG is enabled.
Compute Workflows

Compute workloads can benefit from using separate GPU partitions where each GPU partition are isolated and protected. The flexibility of GPU partitioning allows a single GPU to be used by small, medium, and large sized workloads. The following graph illustrates use cases where a single user is running multiple applications, as well as single and multi-tenant workflows on a single NVIDIA GPU.

Figure 5. Compute Workflows

**Single User: Multiple Apps**

This use case improves the GPU utilization for smaller to medium sized workloads which underutilize the GPU. An example are Deep Learning training and inferencing workflows which utilize smaller datasets.

GPU Partitioning offers an efficient way to try different hyperparameters but is highly dependent on the size of the data/model, users may need to decrease batch sizes. The following graph illustrates training 2 models with different hyperparameters on two GPU partitions simultaneously.
Figure 6. Training Models with Different Hyperparameters

LSTM or GRU?  
MaxPooling or GlobalAveragePooling?  
No Dropout or Dropout?  Rate?  
L1 or L2 regularization?  
MSE or MAE loss?  
Adam or SGD optimizer?  
Fixed or decayed learning rate?  

---

Single Tenant: Multiple Users

In this use case a single NVIDIA A100 is enabled for MIG and it is serving multiple users for fine tuning 7 BERT base Pytorch models on 7 MIG instances for different datasets. In this example, MIG was enabled, 7 GPU instances were created, and each had its own compute instance.

Figure 7. Single NVIDIA A100 Enabled for MIG
One NVIDIA A100 can also serve multiple users using different frameworks, models and/or datasets.

**Multiple Tenant: Multiple Users**

In this use case a single NVIDIA A100 can be used for multiple workloads such as Deep Learning training, fine-tuning, inference, Jupiter Notebook, profiling, debugging, etc. The following graph illustrates these multiple workload use cases.

**Figure 8. Single NVIDIA A100 used for Multiple Workloads**
NVIDIA A100 in virtualized environments using NVIDIA vCS enables additional flexibility on the Ampere architecture. NVIDIA vGPU software offers support for Multi-Instance GPU (MIG) backed vGPUs but users can choose to use the NVIDIA A100 in MIG mode or non-MIG mode. When the NVIDIA A100 in non-MIG mode, NVIDIA vCS provides additional software features as well as shared access to compute resources where dynamic scheduling can harvest empty GPU cycles, resulting in higher throughput potential and better TCO per user. Use cases which require highest quality of service with low latency response and error isolation are key workloads for enabling MIG spatial partitioning. Combining MIG with vCS, enterprises can run a VM on each MIG partition while also taking advantage of provisioning and orchestration benefits as well as end-to-end management tools providing real-time insights.
Resources Links

NVIDIA GRID Resources
- Quantifying the Impact of NVIDIA Virtual GPUs
- NVIDIA GRID Solution Overview
- NVIDIA GRID webpage

NVIDIA Virtual Compute Server Resources
- NVIDIA Virtual Compute Server webpage
- NVIDIA Virtual Compute Server Solution Overview
- Webinar: Introducing the Modern Data Center Powered by NVIDIA Virtual Compute Server

NVIDIA Multi-Instance GPU Resources
- NVIDIA Multi-Instance GPU User Guide
- Running CUDA Applications as Containers
- Schedule Kubernetes pods on MIG instances

Other Resources
- Try NVIDIA vGPU for free
- Using NVIDIA Virtual GPUs to Power Mixed Workloads
- NVIDIA Virtual GPU Software Documentation
- NVIDIA vGPU Certified Servers
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