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10:00 - 11:40 HiAEE JENSEN HUANG NVIDIA B)¥E #tEF CE0O Hall(3F)
11:40 - 13:10 B
RAEZ—tzvi 3>
2018-1100 4 2018-1101 2018-1103 & 2018-1105 & 2018-1102 2018-1107 (12:00 - 12:45)
-~ R Al-based Vision Use Cases for BaREEHERY—EX% Distributed deep reinforcement Advantages of a Bare-Metal Cloud for FV/YCMOSAA—T Bt —¥ Women in Tech
(12:10 - 12:35) ZyFyiar the Enterprise Rty IHA 2O ELYRERTD learning on the cloud for GPU Workloads NVIDIA Jetsan ' > %2 ) — FYRT—F2T SOF
SUMIT GUPTA Al 7SEAEFDOTEN autonomous driving KARAN BATTA ESFATREAN-IZVEDAVET |« vgerLy POWELL
1BM KA SR €2 /$8 25 Dell EMC ADITYASHARMA  Microsoft Oracle Cloud Infrastructure TyPMRT Sy T4 —LERFE NVIDIA
FRIE Fv/v
13:10 - 13:35 2018-1010 2018-1020 & 2018-1030 2018-1040 & 2018-1050 4 2018-1075 2018-1070 & 2018-1080 2018-1060 &
AIHgERZE DR RIC Variational Autoencoders for TAIX B EhiEER] D The Next Generation Hardware NVIDIA DGX-2 1} E KRBEAISTRHES T L HPC + Al: Machine Learning FA—TZa—FILFvtD NVIDIAD'S RI-E&ED
RETEILI GPBINEITL NLP: Particular Difficulties, Evar.-7o/0>— Hig Architecture for Accelerating Al/ML - HAIDUONG VO TABCLILFFEEETF)/r—3> | Models in Scientific Computing | EREERTICLS FA—=T5—=
WE 2 Recent Solutions, and Practical b 38R The Most Powerful Learning Machine. NVIDIA DR 2F1—T AN=1> BRI EDOHRE (HADBERAICDOWVT)
RRAFBET—T5—Z2IH% Applications MHAF TAU LENG, PH.D.  Super Micro Computer RS ENH-ETA NVIDIA B #it KIMBERLY POWELL NVIDIA
MAX FRENZEL, PH.D. PREEAS
13:35 - 14:00 Cogent Labs 2018-1031 2018-1041 2018-1055 2018-1061
Mo BENEEICE T B RIZHOEIMETADEE HE5WZHRIEDAI ZZRILT S BADNT—T5—=>JIC
A DRI=TREN KR [ $o—ER DDN A3I1YYa—>3> RHBZL
ERER RIZNTIORZ—=NVINZ— BAYA & R FKik
BIRKF a2k (27) RE SV Ny R S 2 7004 REEFTHE
14:10 - 14:35 2018-1012 2018-1021 2018-1032 2018-1042 2018-1051 4 2018-1160 2018-1071 2018-1081 2018-1062
AlDELERIBADRE CuPy -NumPyE#:GPU ST SUBARUFRD BENEER & Al/Deep Lerning 28045 1#% AIFRERBITA U ISEED ATHsERffizERA L HPC R EFICHITS TToay XAN=ZZXALICEB FA—=T5—=20%
KR EsE SIC&BPython TOEETE- | HEELIRMTOEDIEAICDOWT ~ KRR RBLICAIT T~ MR RT—UT EEA Sy IRT—2OMEM GPUADHRS L CAEDZEE TENVERDRERTIT EFISERYT 3 LTOREE
HBREE TR A EN IR D R TONY PAIKEDAY KUK READIGH BEAGZ =] #B—m
Preferred Networks SUBARU NTTIS2=4#—>avX NVIDIA EA RS HRTEAY hEpAS BEHBHE
BAXFHILAIEE
14:35 - 15:00 2018-1013 2018-1033 & 2018-1043 & 2018-1063
DEXH—N—ICLBRRT—4H Using Simple Sensors and FA—TS5—Z0T A A—JTHEE KEFRICH TS
FiBIADF TR EHEH Deep Learning for Autonomous | § 3108 EE ARk P BIRIE FA4—=TS5—=V I DIMDEH
ABHE Yrt——a1—2 Driving A& EfE N v
AHXEW  dAlgnosis VIJAY JOHN SETHEAY TN DTk DvN> BT FERIAS
15:00 - 16:00 BRRRAZ—tvI 3>y
16:00 - 16:25 2018-1014 2018-1022 2018-1034 2018-1044 G 2018-1053 2018-1161 2018-1072 2018-1082 2018-1064
TA—T =V IR LT RFOFPMBEFEE BENEEZENS Accelerating Research to Production AlbL—Z=>JDF7—% R BHRINTANZYIORTLIC BRI IaL—23> T4 | PFNOREBFZEAVE SRR D
Tt A ERLETA—T5—=2Y BR—k ISIRETD with PyTorch 1.0 and ONNX FYORRELES! SBHREEAOHE ADF(—TS—ZVUEAEG | DRy NIRRT FA—TS5—ZVIOBOEH
I\"')"/:'y%!aE?T’j}Léi\UZ"AO)m‘va Va—3>vnEfl r—=%IL 2T L JOSEPH SPISAK ‘ T=U— ThF2Z (EMILY WATKINS) ~GPUTINEY D Il Kk B8 s 18 3k
mEE NPl *DFE |‘f5j‘93\7kﬁ FRE EXR ﬁ% Facebook Artificial Intelligence Pure Storage HANZOREE ~ B IR A RS Preferred Networks BRERZBATF
Ridge-i IXETAT U Er
FURAS FImPACTEFTHIFAZE
16:25 - 16:50 20181015 ) 2018-1045 i 2018-1054 4 i ) %%KEQEEEA /cvsfrfgm? 2018-1065
ADESRZFRAD/N—FIL BWHFEOHRREEZMET S ﬂ/nggIﬂwﬁﬂi“/—-’-\bZ% ITFRARED
[T eB900 Lok Ty e nDABTRICT S T 7T =Y OmMES
SR i i 728’151 DR — BEE
R ABEJA SUNDAR RANGANATHAN  NetApp BEEAT
17:00 - 17:25 2018-1016 2018-1023 2018-1035 2018-1046 2018-1162 2018-1073 2018-1083 2018-1066
GPU &N RAL. Neural Network Libraries / Console BEEIVI7EYINIIT kukai: Deep Learning X—/\— ANTHIEE (A) OEFER GPUIC&K D IRTTIFBERFE ANEHEFETZIINHED REREREZEZRICHEIT 7
ftk 718 B2 L LILDIRSG BHTER ~&kDE KDEBIC~ IVJZTFICHITBICIE dAVEa2—2OBELEREF] ~AlEKBEDAZRRI AN REZRBITOZRILLZDIGHA AlX ORTAIR EL71ILLD AIFAT "REILI
ERH— IMBEE VZ—RyhTU—003a2= = & AH B175K # ILH =& [T w72 RH BT $BH vz
avy r—2avx/[V=— dSPACE Japan Y- EII D AT >R — R R HRAFKER BRBEAF R 91N
17:25 - 17:50 2018-1017 2018-1024 2018-1036 2018-1047 2018-1163 2018-1074 2018-1067
NI T—=TF5—=0T NVIDIA Data Center Inference BEETTIVTr—2avn RIT7OJSLEE%=GPUER RETAITHARRELEOAN TSUBAMES3, ABCI, Post-K TD IREAAZICED
ESRREROEBLIFER Platform 7=8 D GPU &Rl 937D BILRELFortran ENIEIA BRR- B r—>7IFEBEEE TA—T 5= 0B\
FiF Kt CHRIS GOTTBRATH R AV AIXTA ALY —ER DHPCIC&LBEL M N
IXET1T NVIDIA BIIBLSI Y RTFLR IRPE E—E BT AR B ABEJA
BRI
17:50 - 18:15 2018-1025 2018-1037 2018-1048 2018-1300 2018-1084 2018-1068
DeepStream SDK SITEREMREETRTE0 AWS TT1—TZ5—=>J D GPUAMLERT 2 56 DA HEM Jetson Xavier 6757 AILLISDOELD#EH
ESER:I oHO5—k EFILOESE faar=33(4 B R GER HIA ORTFAYIZARADSFEE EMDEDR:ZAITI
NVIDIA FEE SUNIL MALLYA VIR Evay avEa—71>7 Pl
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10:00 -11:50 2018-2051 (10:00 - 12:00) 2018-2030 &» (10:00 - 10:50) 2018-2040 (10:00 - 10:50) 2018-2012 (10:00 - 18:00) 2018-2020 & (10:00 - 10:25) 2018-2010 (10:00 - 18:00) 2018-2011 (10:00 - 18:00) 2018-2053 (10:00 - 10:50) 2018-2013 (10:00 - 18:00) 2018-2014 (10:00 - 18:00) 2018-2060 &» (10:00 - 10:25)
Turing/Volta Deep Dive: PyTorch 1.0 - Building a NVIDIA GPU Revolution CUDA C/C++IC&B RAE{bIZLD FA—TS5—ZV T DER FA—TS—ZV T DER ISAAC Platform Deep BEHEERED F4—TS5—=2J12&B Fast and Efficient
architecture and Seamless Path from "TURING" TS L—TYR TF=AtEE2—DEE - - EM&ERAE/ MR - BhiE R/ B A S FEIE Dive FA—=TS5—=201&B ERE&S Inference with TensorRT
performance Research to Production &3 GPU "Turing” @ AVEa—T1V I DERE NVIDIA GRID & Quadro (L A W E B KPP 4118 NVIDIA RSB Bt M8 CHRIS GOTTBRATH  NVIDIA
optimization YANGQING JIA LAREHRALET, HE vDWS IXETAT IRETAT FE B IXETT
[o%§-7 Facebook g & IXETFAT JOHN FANELLI ) ) H5H - ) )
i o Artificial Intelligence IRP= 7 NVIDIA 2018—"2‘281 . (11:00 - 11:25) s B 2018-2061 & (10:25 - 10:50)

¥ BEEALE IReFeT Accelerate TensorFlow

EEBIEEDES Inference with TensorRT
2018-2031 & (11:00- 11:50) | 2018-2041 & (11:00 - 11:50) 2018-2021 4 (10:30 - 12:00) WAGE DeepX KHANH DUC  NVIDIA
Training Mixed Precision NVIDIA RTX Platform NVIDIA GRID
?e”ral getw?r-ll_(: with ’:l'\-/'l-gl': BOURGOYNE JEF_ S 2018-2082  (11:25-11:50) 2018-2062 G (11:00 - 11:25)
aizs;rrac:ircees. eory fﬂ }f;__aﬁ7 TILFE—HILAIICES Data Center Production
MICHAEL RUBERRY HEBORY OITEER- Inference with NVIDIA
NVIDIA HIfE D AT BE Technologies

XA EM TOY X KHANH DUC  NVIDIA

11:50 - 13:00 B

RAEZ—tvi 3>
2018-2100 2018-2101 2018-2102 ) 2018-2103
HPC on Google Cloud Ry IR T b TN TUZHAIX
S SyS=S DCEHEDEH ~ Innovati s < A= = X
(12:15 - 12:40) SoFteyary Platform Lab%iﬁ%ﬁ{f‘:ﬁ"’ nnovation 7YY BAl-Ready T — % GPUVYa—a v
i ER A RN B TSk T4 —1s ~AlRI~ FHfEx <=7
T=DN D3R Dw)\> NTTaSazZ4 -3y KHEAB L7 A= U/t

13:00 - 13:25 2018-2052 4 (13:00- 15:00) | 2018-2032 4 2018-2042 © 2018-2022 2018-2080 &) 2018-2055 4
CUDA 10 DFftéEEL Deep Learning SDK What's "Next" in V-Ray HEORETFRY M TREN Robotics Research at Leveraging OpenACC as
ZDMHE Latest Update GPU Acceleration gg?};&ﬁggﬁ\gfﬁr NVIDIA a flexible language
LUKE DURANT KHANH DUC (Chaos) N ,‘\D " I DIETER FOX across domain
NVIDIA NVIDIA PHILLIP MILLER WFH— N5y Doty NVIDIA FERNANDA FOERTTER

13:25 - 13:50 Chaos Group 2018-2023 NVIDIA

TIORIIBARRREOREL

ICEBBESHEEDERR

PRz =FEHEITE

2018-2024 2018-2056

14:00 - 14:25 2018-2033 2018-2043 & o 2018-2054 _

Optimizing Deep Reimagining Cities of the ?g&%gg:éig;;?ﬁ;‘gz Jetson Xavier Deep Dive OPe"{:\E_(:' l._J:Z;_;ﬁﬁsﬁg*ﬁ-
Learning with Chainer Future with Advanced 3D CAD BB migft ESaRIE d—-FE&E{EO=S
BIE Hth Design Visualization A AN TRECIRS NVIDIA AP IEHE
Preferred Networks ANDREW RINK AMRE BE BAC1-Lyk/tyh—k REAKFEERSITERIERT
NVIDIA 2018-2025
14:25 - 14:50 - 2018-2057
Keng Kuma & Associt BEROT—570— HFRE BRIl
engo Kuma & Associates WE I REGPUH P-Flow MRA%E & OpenACC I
*—Fo/O0 o1 &BEEL
wa B R2EH B E— FEMTHRARME
14:50 - 16:00 BRRRE—Tyiay
16:00 - 16:25 2018-2070  (16:00-18:00) | 2018-2034 2018-2044 G 2018-2026 2018-2059  (16:00 - 18:00) 2018-2058 &
Inception Award BigQuery and TensorFlow: | Bringing the Arnold TERAEICEHTZVDI Jetson=—+7v7 Accelerated
NVIDIADXZ— k7w F%iE | Data Warehouse + Renderer to the GPU RIRECEDERICOWVWT (RARA— Supercomputing with PGI
Inception 7045 L% /N\— | Machine Learning ADRIEN HERUBEL  Autodesk INBFIE = TERAZ ZEFILoMO) Compilers
HESBIRI N8N BHD enables the "smart” DOUG MILES
16:25 - 16:50 \/IJJTDED\ EDXIETIL query 2018-2045 4 2018-2027 NVIDIA
: - : CGPUSERSEAELYFLET, ik —& Creating the Digital Future of NVIDIA GRIDFTZ =AIL
LR TCHTABIEITET, Google Cloud Realtime Customer Experiences. 12w 3> ~ Windows 10T
SERGIU HULPE GPUMUELRIEH
Mackevision Medien Design RE L Lakeside Software
XKHZFE TILY Dvv EE B NVIDIA
17-00 - 17:25 2018-2035 2018-2046 & 2018-2028
GPU Coder: Integrating NVIDIA Holodeck and NVIDIAGRID
MATLAB with TensorRT | VRWorks TOZAL EYZaY
KIR BALD DAVID WEINSTEIN ~ vPC Deep Dive
MathWorks Japan NVIDIA TJILI— XA NVIDIA
2018-2029
17:25 - 17:50 NVIDIA GRID
Tl Eyia>y
~ Deep Learning on vGPU
JILI— ATC>  NVIDIA




