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概要 

 

NVIDIA DGX SuperPOD™は、世界で最も困難なAIの問題を解決することを目的として設計

された、今までにない人工知能 (AI) スーパーコンピューティング インフラストラクチャで

す。革新的な性能を提供し、完全に統合されたシステムとして数週間で展開できます。 

DGX SuperPODが提供する画期的な性能により、大規模なディープラーニングモデルの迅速なト

レーニングが可能になります。画像分類、物体検出、自然言語の非常に正確なモデルを作成する

には、大量のトレーニングデータが必要になります。これらのデータには、SuperPOD全体のど

こからでも素早くアクセスできる必要があります。DGX SuperPODの計算能力を最大限引き出す

ためには、タスクに合わせてDGX SuperPODとストレージシステムの組み合わせを決めることが

不可欠です。 

このホワイトペーパーでは、DGX SuperPODへの接続時にディープラーニング (DL) ワーク

ロードをサポートするためのDDN® A³I AI400アプライアンスの適合性を評価しました。

AI400アプライアンスはコンパクトで省電力のストレージソリューションです。ストレージに

NVMeドライブを使用し、ネットワークトランスポートとしてInfiniBandを使用することで、

驚くべき基本性能を発揮します。AI400アプライアンスでは、データ管理機能が追加、強化さ

れたエンタープライズ版のLustre並列ファイルシステムを提供するEXAScalerファイルシステ

ムが活用されています。 

Lustreなどの並列ファイルシステムにより、データアクセスが簡素化されます。また、効率的

なトレーニングのために大量のデータを高速で処理する必要があり、ローカルキャッシュが適

切でないようなユースケースにも対応します。シングルスレッドとマルチスレッドでの高い読

み取り性能は、以下の用途で活用されます。 

 データセットをDGX-2システムメモリやDGX-2 NVMe RAIDにローカルにキャッシュで

きない場合のトレーニング 

 ローカルディスクへのデータの高速ステージング 

 大規模な個別データオブジェクト (非圧縮またロスレス圧縮の1080p画像など) を使用し

たトレーニング 

 TFRecordなどの最適化されたデータ形式を使用したトレーニング 

 データセットの長期保存 (LTS) 用のワークスペース  

https://www.nvidia.com/en-us/data-center/resources/nvidia-dgx-superpod-reference-architecture/
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ストレージの概要  

 

トレーニングの性能は、ストレージからのデータの読み取りおよび再読み取りの速度によって制

限されることがあります。性能を決める鍵となるのは、データを複数回読み取る能力です。デー

タがキャッシュされる場所がGPUに近いほど、読み取りを速くすることができます。ストレージ

の設計では、永続的な保存の場合も一時的な保存の場合も、性能、容量、コストの各ニーズのバ

ランスが保たれるように、さまざまなストレージテクノロジーの階層を考慮する必要があります。 

表1に、ストレージのキャッシュ階層を示します。データサイズと性能のニーズに応じて、階

層の各層を活用してアプリケーションの性能を最大限引き出すことができます。 

 

表1.DGX SuperPODのストレージおよびキャッシュ階層 

ストレージ階層のレベル テクノロジ

ー 

総容量 読み取り性能 

RAM DDR4 1.5 TB/ノード 100 GB/s以上 

内蔵ストレージ NVMe RAID 30 TB/ノード 25 GB/s以上 

高速ストレージ 汎用 具体的なニーズ

により異なる 

必要な性能: 

• システム読み取り総量: 32 GB/s以上 

• システム書き込み総量: 16 GB/s以上 

• シングルノードの読み取り: 5 GB/s

以上が望ましい 

• シングルノードでGPUあたり 

1 GB/sの読み取り (16 GB/s) 

データをローカルRAMにキャッシュすると最高の読み取り性能が得られます。このキャッシュは、

データがファイルシステムから読み取られるとシステムからは見えなくなります。ただし、RAM

のサイズはDGX-2システムで1.5 TBに制限されており、この容量をオペレーティングシステム、

アプリケーション、およびその他のシステムプロセスと共有する必要があります。DGX-2システ

ムのローカルストレージは、30 TBの非常に高速なNVMeを提供します (必要に応じて60 TBま

でアップグレードできます)。ローカルストレージは高速ですが、ローカルディスクのみで動的

に変更可能な環境を管理することは実用的ではありません。 
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高速ストレージでは、組織のデータをすべてのノードで共有して表示できます。小さいランダム

なI/Oパターンに合わせて最適化する必要があるものの、高いピークノード性能と、高いファイ

ルシステム集約性能をもたらし、組織で発生するさまざまなワークロードに対応できます。 

今日の30 TBというデータセットでも大きいと考えられていますが、自動車やその他のコンピュ

ータービジョンタスクでは、トレーニングに1080pの画像を使用し、場合によっては非圧縮と

いうユースケースも見られます。これらの形式のデータセットは、サイズが30 TBを容易に超え

る可能性があります。そうしたケースでは、読み取り性能としてGPUあたり1 GB/sが必要と見

られています。 

前述の指標は、高速ストレージシステムから直接、ローカルでトレーニングする場合における、

さまざまなワークロード、データセット、およびニーズを前提としたものです。性能や容量の

最終的な要件を決める前に、ワークロードの特性を理解することが最善となります。 

ストレージ階層はさらに拡張することができます。LTSは多くの場合、データや履歴結果を保

存するために重要です。LTSは数十または数百ペタバイト(PB)にもなる可能性があります。こ

の階層からのデータアクセスの頻度は低く、格納や呼び出しの性能はあまり重要ではありませ

ん。そのためのソリューションは、前述の高速ストレージとは異なる方法でコストを最適化で

きます。例えば、低速の回転ディスクをベースとしたり、S3互換のオブジェクトストレージテ

クノロジーを使用することができ、場合によってはクラウドも使用できます。 

DLトレーニングのファイルシステムにおいては、読み取り、特に再読み取りの性能が重要な指標

となります。DLトレーニングの実行中は、モデルを反復処理して、最も正確なモデルが見つかる

まで、データが何度も繰り返し読み取られます。トレーニングのデータセットが十分に小さけれ

ば、ローカルメモリまたはローカルNVMeディスクにキャッシュして、リモートファイルシステ

ムへのアクセスを制限できます。しかし、データセットが大きくなると、作業用のデータセット

全体を格納できるほどの十分大きな容量をローカルシステムでプロビジョニングすることが、常

に実用的になるとは限りません。そのような場合は、エポックごとにネットワークファイルシス

テムからデータを再読み取りするようなモデルを、トレーニングすることが必要になります。

DGX SuperPODなどの大規模な構成でこうしたレベルのI/Oを処理するためには、多数のI/Oパ

ターン (大きなブロック(1 MB超)、小さなブロック(1 MB未満、場合によっては32 kB未満)、メ

モリマップファイルなど) からなるデータの大量のスループットが必要になります。DGX 

SuperPODのニーズを満たすストレージソリューションの場合は、このようなタイプのI/Oパタ

ーンを処理でき、すべてのノードに対して同時に、毎秒数十ギガバイトという読み取り性能にま

でスケーリングできる能力が必要です。
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DDN AI400アプライアンスについて 
 

 

DDN AI400アプライアンス (図1) は、前述の要件を満たし、DGX SuperPODやデータセンター

のシステム管理の性能を最大限引き出すうえで重要な機能をいくつも備えています。 

 DDN AI400アプライアンスは、性能、負荷分散、およびレジリエンシーを実現するため

に、複数のEDR InfiniBandまたは100 GbEネットワーク接続を使用して、DGX 

SuperPODクライアントと通信します。DDNの並列プロトコルにより、GPUあたり1 

GiB/sの目標を超える20 GiB/s以上の速度でストレージにアクセスできます。画像サイズ

が1080p、4K、またはそれ以上に大きくなる画像ベースのネットワークをトレーニング

するには、こうした性能が必要です。 

 DDN AI400アプライアンスはスケーラブルに構成可能なビルディングブロックであり、

単一のファイルシステムに簡単に集約できるため、容量、性能、機能をシームレスにスケ

ーリングできます。 

 DDN AI400アプライアンスは30 TiBから240 TiBに至るさまざまな容量で構成できます。 

 DDN AI400アプライアンスは、すべてNVMeを使用したアーキテクチャに基づいていま

す。ランダム読み取り性能も優れており、多くの場合、シーケンシャル読み取りパターン

と同じくらい高速です。 

 

図1.DDN AI400アプライアンス 
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注:このペーパーで公開したテストが完了したことから、DDNは次世代のDDN AI400Xア

プライアンスをリリースしました。AI400Xアプライアンスは、さらに優れたIOPS性能と

スループットを提供するように刷新されています。また、MellanoxのHDR100 InfiniBand

接続が可能になり、次世代のHDRファブリックをサポートします。ここで紹介しているベ

ンチマークは現行世代の製品のものですが、AI400XアプライアンスはDLストレージのニ

ーズに応える、さらに優れた性能を提供できます。 

InfiniBandのネイティブサポートは、性能を最大限引き出し、CPUのオーバーヘッドを最小限に

抑える重要な機能です。DGX SuperPODのコンピューティングファブリックはInfiniBandです。

つまり、ストレージファブリックをInfiniBandとして設計することで、管理を必要とする高速フ

ァブリックのタイプが1つだけになり、運用が簡素化されます。 
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テストの方法と結果 
 

 

 

 

すべての、シングルノード、および、マルチノード帯域幅の性能測定には、ファイルシステムテ

ストツールFIOを使用しました。マルチノードメタデータの性能測定には、MDTestを使用しま

した。また、実際のアプリケーションの性能を評価するために、MLPerfのいくつかのベンチマー

クを使用しました。 

DDN AI400アプライアンスは、Lustre 2.12のエンタープライズリリースに基づくEXA5ファイ

ルシステムを使用して、構成しました。ストレージは、DGX SuperPOD上の独立した

InfiniBandファブリックに接続しました。DGX SuperPODの各システムを、2つのMellanox 

InfiniBandアダプターを使用してストレージファブリックに接続することで、システムあたり

20 GiB/sを超える帯域幅が可能となりました。 

以下のセクションでは、DLワークロードに対するDDN AI400アプライアンスの全体的な能力を

測定するために使用したいくつかのテストについて説明します。スレッドごとの読み取り性能、

ノードごとの読み取り性能、およびDLトレーニング性能の、三つのテストを行いました。読み取

り性能のベンチマークは、DLアプリケーションに必要な要件と、最も強く関連付けられます。

DLトレーニングのベンチマークは、NVMeベースのDDN AI400アプライアンスがもたらす性能

上のさまざまな利点が、実アプリケーション性能とどのように結びつくかを示す例となります。 

https://github.com/axboe/fio
https://github.com/hpc/ior
https://mlperf.org/
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スレッドごとの読み取り性能 

DLトレーニングでは、シーケンシャルとランダムの両方の読み取り性能が重要になります。図2

に、スレッド数が増加したときのDDN AI400アプライアンスのシーケンシャル読み取りとラン

ダム読み取りの性能を示します。バッファ付きI/Oの場合、シングルスレッドのシーケンシャル

読み取り性能は1.5 GiB/sを超え、ランダム読み取りでは640 MiB/sを超えます。80スレッドで

のDirect I/Oでは、読み取り性能は20 GiB/s超までスケールします。 これは、目標性能である、

ノードあたり16 GiB/s (またはGPUあたり1 GiB/s)を上回っています。シーケンシャルアクセス

時のバッファ付きI/Oの性能は、スレッド数が最も多い場合以外はDirect I/Oよりも優れていま

す。 

 

図2.DDN AI400アプライアンスのシーケンシャル読み取りとランダム読み取りの性能
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ノードごとの読み取り性能 
 

図3に、システムレベルの検証による、単一のDDN AI400アプライアンスの、ピーク集約性能

を示します。図に示されるように、大きなブロックに対するシーケンシャル読み取りとランダ

ム読み取りの性能は同程度となります。シングルノードのパフォーマンスは16 GiB/sを超えて

います。最大の読み取り性能は44 GiB/sを超え、シーケンシャル読み取りとランダム読み取り

の両社とも、同等の性能になります。使用するDDN AI400アプライアンスを増やすことで、集

約性能は、ほぼ直線的にスケーリングします。 

図3.DGX SuperPOD全体での読み取りおよびランダム読み取りの性能 

集
約

性
能

、
M

iB
/s

 

AI400ランダム読み取り AI400読み取り 

64 32 16 8 

ノード数 

4 2 1 

50,000.00 

45,000.00 

40,000.00 

35,000.00 

30,000.00 

25,000.00 

20,000.00 

15,000.00 

10,000.00 

5,000.00 

0.00 



テストの方法と結果  
 

EXA5ファイルシステムを搭載したDDN A³I AI400アプライアンス  RA-09734-001 | 15 
 

MLPerfおよびResNet-50の性能 

FIOやMDTESTなどのマイクロベンチマークはファイルシステムの性能を特徴付けるうえで重

要なツールですが、最善の指標となるのは実アプリケーション性能です。MLPerfのベンチマー

クは、今日のDLワークロードを適切に表現するさまざまなI/O要件に対応した、さまざまなDL

モデルを提供します。 

これらのワークロードの中で最もI/O処理に負荷がかかるのはResNet-50です。DGX-2システム

では、トレーニングレートは毎秒24,700画像を超えます。ImageNetデータベースにある画像の

平均サイズは122 KiBです。堅牢なモデルを実現するためには、エポックごとにデータをランダ

ムに処理することが重要です。例えば、16個のGPUにわたって比較的小さなファイルをランダム

に読み取る場合、I/Oの要件は3 GiB/sを超えます。また、データはメモリマップファイルとして

読み取られるため、さらに状況は複雑になります。メモリマップファイルとしてのファイル読み

取りは、ローカルファイルシステムの場合にはよい最適化になりますが、ネットワークファイル

システムでは、より扱いが難しくなります。その理由として、ページ境界 (この場合は4 KiB) を

またぐ際の読み取り性能、および、複数ノード上のプロセスがページを読み取る際に、他のプロ

セスがそのページに書き込もうとしないことを保証するために、オーバーヘッドが必要になるこ

とが挙げられます。 

図4に、MLPerf v0.6収録されているResNet-50を用いて、トレーニング性能を秒あたりの画像

数で計測した結果を示します。このベンチマークではデータ形式をRecordIOファイルとしてい

ます。RecordIOファイルはMXNetフレームワークによって使用されます。すべてのファイルは、

単一の大きなファイルにまとめられています。RecordIOファイルはMMAPを使用して読み取ら

れます。NVIDIAのMLPerfリファレンスコードでは、NVIDIA Data Loading Library (DALI) フ

レームワークをデータの読み取りに使用しています。 

 

  

https://github.com/NVIDIA/DALI
https://github.com/NVIDIA/DALI
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図4.MLPerf v0.6およびResNet-50のトレーニング性能 

 

 

 

ここでは、データをDGX-2システムのローカルRAIDディスクから読み取った結果と、DDN 

AI400アプライアンスから読み取った結果が、示されています。まず注目すべき点として、

DGX-2システムRAIDを用い、まだ、データがキャッシュされていない状態でのトレーニング性

能です。ローカルRAIDから読み取る場合であっても、データがキャッシュされていないエポッ

ク (エポック0) では、データがキャッシュされている後続のエポックの場合よりも遅くなります。

DGX-2システムのRAIDディスクは25 GiB/s以上の読み取りを維持できます。優れた性能の達成
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まとめ 
 

 

 

 

EXA5を搭載したDDN A³I AI400アプライアンスは、DGX SuperPOD向けのスケーラブルな共

有型高性能ストレージの構築における、優れたビルディングブロックとなります。DDN AI400

アプライアンスはスケーラブルに構成可能なビルディングブロックであり、単一のファイルシ

ステムに簡単に集約でき、容量、性能、機能をシームレスにスケーリングできます。DDN 

AI400アプライアンスのアーキテクチャは、すべてNVMeにより構成されており、優れたラン

ダム読み取り性能を備え、多くの場合、シーケンシャルパターンの読み取りと同じくらい高速

です。これらの性能はすべて、2Uのビルディングブロックで提供され、DGX SuperPODのあ

らゆる性能要件を満たします。加えて、ノードあたり16 GiB/s (またはGPUあたり1 GiB/s) と

いう、より大きな望ましい目標を達成します。 

DDN AI400アプライアンスは、DGX SuperPOD向けのストレージとして、現在および将来の

ストレージニーズに対応できる優れた選択肢です。 
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